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Abstract: Weibull distribution plays a very important role in fatigue statistics, because structural fatigue life mostly conforms 

to Weibull distribution rather than Gaussian distribution. However, the biggest obstacle to the application of Weibull distribution 

is the complexity of Weibull distribution, especially the estimation of its three parameters is difficult, and it is even more difficult 

to determine the confidence interval of each parameter. In order to solve the first problem, many methods have been proposed, 

such as the graph method, the analytical method, and the Gao Zhentong method proposed by me recently using the characteristics 

of Python. So, the question arises which method is better? To this end, referring to the idea and methods of machine learning, the 

concept of digital experiment is introduced. The digital experiment is carried out to determine the three parameters and their 

confidence interval of Weibull distribution. Experiments show that the Gao Zhentong method is indeed a better method for 

estimating the three parameters of Weibull distribution. Further, the bootstrap method that can be used for a digital experiment is 

introduced, and it is used to determine the three parameters and their confidence intervals of Weibull distribution. The results 

show that the three parameters and their confidence intervals of Weibull distribution can basically be determined at the same 

time. 

Keywords: Three-Parameter Weibull Distribution, Confidence Interval, Gao Zhentong Method, Digital Experiment, 

Bootstrap, Python 

 

1. Introduction 

The PDF of the three-parameter Weibull distribution 

can be written as,  

f(x)=(b/λ)[(x-x0)/λ)]
b-1

exp{-[(x-x0)/λ]
b
} 

Among them, b is the shape parameter, λ is the scale 

parameter, and x0 is the position parameter (called safe life 

in fatigue statistics). And the Weibull distribution not only 

plays a big role in fatigue statistics, but also, as "Wikipedia" 

points out, "is the theoretical basis for reliability analysis 

and life testing" [1]. The problem as for the complexity of 

the Weibull distribution, people often change the 

three-parameter Weibull distribution into a two-parameter 

Weibull distribution for convenience, that is, the position 

parameter x0 is zeroed [1]. However, this parameter has a 

clear physical meaning in fatigue life, that is, the safety life 

under 100% reliability, referred to as "safe life", which 

cannot be reset to zero [2]. Furthermore, from a 

mathematical point of view, the Weibull distribution is a 

"full state distribution" [2]. That is, it can show different 

shapes according to its shape parameter b, "When 0<b<1, it 

is similar to the 1/x function, while 1<b<3 is a left-biased 

distribution, and 3<b<4 is approximately Gaussian 

distribution, and b>4 is a right-skewed distribution" [2]. 

This is why some fatigue life data are sometimes fitted with 

a Gaussian distribution to get a better fitting effect. In this 

sense, the Gaussian distribution can also be considered to 

be a first-order approximation of the Weibull distribution. 

Therefore, it becomes an unavoidable problem to 

determine the three parameters of Weibull distribution 

through sample data. Zhentong Gao pointed out that the 

graph method using Weibull graph paper can be used to 

determine these three parameters; and the analytical method 

of solving three simultaneous transcendental equations can 

also be used [3]. Obviously, the graph method is 

inconvenient to use, and the accuracy is difficult to control, 
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and the analytical method also has the problem of 

self-conflict, that is, the obtained safe life will be greater than 

the minimum life in the sample [2]. In order to solve this 

problem, the author proposes the Gao Zhentong method, 

which uses the characteristics of Python to easily determine 

the estimation of the three parameters of the Weibull 

distribution. [2]. 

Although Gao Zhentong method solves the problem of 

self- conflict, it does not prove that the result obtained from 

this method can better fit the population itself. Therefore, I 

want to use the digital experiment to compare the advantages 

and disadvantages of each method through the effect of 

fitting the population by the analytical method, the Gao 

Zhentong method and the Gaussian distribution. 

The criterion for judging what kind of statistical 

distribution the population of the sample data conforms to 

should be the coefficient of determination of the fit, the 

bigger the better [4]. Looks very reasonable, there are still 

some flaws. In fact, there will still be the so-called 

"overfitting" problem [5, 6]. The main reason is that the 

number of samples is relatively small, so that there are more 

fitting curves with a relatively large coefficient of 

determination, that is, there is a relatively large chance of 

mixing fish and dragons. To avoid this phenomenon, it is 

necessary to make the sample size relatively large. The 

question is how to quantify this "big"? This requires digital 

experimental techniques. After a brief introduction to digital 

experiments, this paper mainly discusses various 

possibilities in the application of the three-parameter 

Weibull distribution, and draws some valuable conclusions, 

which are undoubtedly beneficial to the practical 

application of the three-parameter Weibull distribution. In 

addition, through the bootstrap method [7, 10], we 

experience the effect of digital experiments in the process 

of determining the three parameters and their confidence 

intervals of Weibull distribution, and obtain some 

constructive results. 

2. Brief Description About Digital 

Experiment 

As we all know, the essence of modern electronic 

computers is to use physical components, such as electronic 

tubes at first, then semiconductor transistors, integrated 

circuits and now chips, to simulate people's computing 

process. Although it is a digital computer, it is essentially a 

kind of human computing and the simulation of various 

human thinking activities. In fact, the earliest computers were 

also simulators, but now the so-called simulators are almost 

extinct. The reason is that with the development of computer 

software and hardware, the current simulation is already a 

digital simulation. However, the digital experiment proposed 

in this paper is not digital simulation in the general sense, but 

refers to the use of digital to do "experiments". There are two 

main purposes of the so-called experiments. One is to test 

whether the theoretical hypothesis is correct. For example, 

the famous Galileo free-fall experiment; the second is to 

provide reliable material for new discoveries; such as the 

discovery of Roentgen rays. Inspired by "machine learning" 

[11-14], this paper will do a digital experiment for each 

parameter of the three-parameter Weibull distribution: use a 

computer to make a random generator of Weibull distribution, 

which resulting data are used to test the fitting advantages 

and disadvantages of Gao Zhentong method, the analytical 

method and Gaussian distribution. On this basis, the 

bootstrap method, which is essentially a digital experimental 

method, is further introduced to simultaneously determine the 

three parameters and their confidence interval of Weibull 

distribution. 

3. A Random Generator of Weibull 

Distribution 

In order to perform a digital experiment on the 

three-parameter Weibull distribution, a basic condition is to 

generate a variety of sample data at will, that is, to construct 

a random "generator" of the three-parameter Weibull 

distribution. There are no three-parameter Weibull 

distribution random generators in general software libraries, 

for the simple reason that it is "natural" for the average user 

to treat the position parameter x0 as zero, because from a 

mathematical point of view It seems that it only reflects the 

translation of one coordinate axis and does not seem to 

affect other properties. However, as pointed out in the 

introduction, the position parameter in the Weibull 

distribution is called "safe life" in fatigue statistics, which is 

generally not zero, so it is unrealistic to assume zero, and it 

is also not advisable. It cannot and should not be set to zero 

for serious study of the Weibull distribution. According to 

this principle, the "randomly generated three-parameter 

Weibull distribution generator" is composed of the 

following code in Python: 

def randomWN(NN, b, λ, x0, G):  

    np.random.seed(G) 

    NR=np.random.rand(NN) 

    N=x0+λ*np.exp(np.log(np.log(1/NR))/b) 

    N.sort() 

    return N 

Among them, NN is the capacity (size) of the sample to be 

generated, b, λ, x0 are the shape parameters, scale parameters 

and position parameters (in the study of fatigue life, it is 

generally expressed by N0, which is called the safety life 

parameter) of the Weibull distribution respectively. And G 

represents the "seed" for generating random numbers, so that 

the generated samples can be repeated, which is very 

important for digital experiments. Section 4 is to change the 

samples of different Weibull distributions by changing 

different parameters to test the pros and cons of Gao 

Zhentong method, the analytical method and Gaussian 

distribution fitting, and the confidence interval of each 

parameter of the Weibull distribution is determined by Gao 

Zhentong method [4, 16, 17]. 
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4. Digital Experiments on Variation of 

Parameters of Weibull Distribution 

Like physical experiments, only one parameter is changed 

and other parameters remain unchanged, so that the function 

of this parameter can be found. The following experiments 

have a confidence level of 95%. 

4.1. Experiment 1: Change Only the Position Parameter x0 

For the convenience of fixing first, NN=50, b=2.5, λ=5, 

G=1, and let x0 take 0, 1, and 5 respectively, and the 

following results can be obtained by using Python code: 

Table 1. Comparison of three different fits with a sample of Weibull distributed random numbers changing only the location parameter x0. 

 
b x0 λ r R2 

  x0=0    

GZT Method 2.19 0.00 5.37 0.99482 0.99259 

Confidence Interval (1.94, 2.22) (0.00, 0.59) (4.51, 5.55) --- --- 

Analysis Methods 3.53 -2.30 7.81 0.98528 0.99247 

Gaussian Distribution --- --- --- --- 0.99194 

 
 

x0=1 
   

GZT Method 2.25 0.91 5.46 0.99489 0.99293 

Confidence Interval (2.22, 2.56) (0.00, 1.59) (5.61, 5.55) --- --- 

Analysis Methods 3.53 -1.30 7.81 0.98528 0.99247 

Gaussian Distribution --- --- --- --- 0.99194 

  
x0=5 

   
GZT Method 2.25 4.91 5.46 0.99489 0.99293 

Confidence Interval (2.22, 2.64) (3.86, 5.59) (5.55, 5.76) --- --- 

Analysis Methods 3.53 2.70 7.81 0.98528 0.99247 

Gaussian Distribution --- --- --- --- 0.99194 

Note: GZT is the abbreviation of Gao Zhentong; r is the correlation coefficient of fitting the sample data in logarithmic coordinates; R2 represents the 

coefficient of determination for the ideal reliability fit [4]. Subsequent tables are the same, so the same notes are not given. 

 

Figure 1. Comparison plot of three different fits when only changing the location parameter x0 when taking a random sample from Weibull distribution. 

Note: orig. in the legend is the abbreviation of original, which means sample data; GZT_fit, which means the fitting curve of the PDF of Weibull distribution 

obtained by the three parameters of Weibull distribution obtained by Gao Zhentong method; A_fit, which means the fitting curve of the PDF of the Weibull 

distribution obtained by the Weibull distribution parameters obtained by the analytical method; G_fit, the curve of fitting the sample data with the PDF 

obtained by the Gaussian distribution. Subsequent figures are the same, so the same notes are not given. 

It can be seen from the sample data generated by the Weibull 

distribution random number generator that their standard 

deviation has nothing to do with the position parameters, and the 

mean and median only reflect the "translation" of the 

coordinates. Therefore, the sample data will not affect the 

Gaussian distribution and the shape of the Weibull distribution 

calculated by the Gao Zhentong method and the analytical 

method. For example, for different x0, the shape parameters and 

scale parameters obtained by the analytical method are exactly 

the same, while the position parameters are only" translated"; 

and when Gao Zhentong method is x0=0, due to its own 

characteristics, the shape parameters and scale parameters are 
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somewhat different from x0=1 and 5; but when x0=1 and 5, b 

and λ remains the same. In this sense, the correlation coefficient 

and the coefficient of determination obtained by these three 

methods are independent of changes in x0. 

The coefficient of determination obtained by the Gao 

Zhentong method is the largest among the three methods, and 

the estimated values of the three parameters obtained are also 

the closest to the true values. 

4.2. Experiment 2: Change Only the Random Seed G 

G represents the "seed" of random numbers. The seed 

changes, which means that the sample has changed, and other 

conditions are unchanged, that is, fixed at this time, NN=50, 

b=2.5, λ=5, x0=1, And changing the case of G=0, 1 and 5, the 

result is: 

Table 2. Comparison of three different fits when only random seed (G) is changed when taking random samples from Weibull distribution. 

 
b x0 λ r R2 

  G=0    

GZT Method 2.27 1.27 4.49 0.99288 0.98318 

Confidence Interval (2.13, 2.66) (0.41, 1.90} (4.50, 4.73) --- --- 

Analysis Methods 1.86 1.98 3.65 0.96465 0.98657 

Gaussian Distribution --- --- --- --- 0.97720 

 
 

G=1 
   

GZT Method 2.25 0.91 5.46 0.99489 0.99293 

Confidence Interval (2.22, 2.56) (0.00, 1.59) (5.61, 5.55) --- --- 

Analysis Methods 3.53 -1.30 7.81 0.98528 0.99247 

Gaussian Distribution --- --- --- --- 0.99194 

  
G=5 

   
GZT Method 2.18 0.90 5.33 0.99379 0.98831 

Confidence Interval (1.92, 2.50) (0.00, 1.73) (5.34, 5.47) --- --- 

Analysis Methods 2.35 0.77 5.44 0.99370 0.99063 

Gaussian Distribution --- --- --- --- 0.99171 

 

Figure 2. Comparison plot of three different fits that only change the random seed (G) when taking a random sample from Weibull distribution. 

From the data of G=0, it can be seen that the Gao 

Zhentong method is still better than the Gaussian distribution, 

although the coefficient of determination of the analytical 

method is still a little larger than that of the Gao Zhentong 

method. However, the correlation coefficient obtained by the 

Gao Zhentong method is much larger than that obtained by 

the analytical method; as for the case of G=5, it seems that 

the results of the analytical method are better than those 

obtained by the Gao Zhentong method, but the coefficient of 

determination of the Gaussian distribution is higher than that 

of the Gao Zhentong method. This indicates that the sample 

data is relatively symmetrical, so the shape parameters 

obtained by the analytical method are better, but in order to 

obtain a more reliable safety life (position parameter), it is 

better to use the Gao Zhentong method, and the other two 

parameters are also not too bad. 

Also note that the confidence interval for λ is 

unsatisfactory, not including the estimated value but also the 

true value. This shows that the λ confidence interval obtained 

by Gao Zhentong method is still problematic [4], which is 

also the problem to be solved by the bootstrap method to be 

introduced in section 5. 

4.3. Experiment 3: Change Only the Sample Size NN 

According to general practice, the capacity of 50 can be 

regarded as a "large sample". Now fix b=2.5, λ=5, x0=1, G=1 

and change NN=40, 50 and 60 the result is, 
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Table 3. Comparison of three different fits that vary only in sample size (NN) when taking random samples from Weibull distribution. 

 
b x0 λ r R2 

  NN=40    

GZT Method 1.94 1.50 4.92 0.99365 0.99308 

Confidence Interval (1.91, 2.25) (0.64, 2.09) (4.93, 5.27) --- --- 

Analysis Methods 2.77 0.04 6.49 0.98536 0.99159 

Gaussian Distribution --- --- --- --- 0.98832 

 
 

NN=50 
   

GZT Method 2.25 0.91 5.46 0.99489 0.99293 

Confidence Interval (2.22, 2.56) (0.00, 1.59) (5.61, 5.55) --- --- 

Analysis Methods 3.53 -1.30 7.81 0.98528 0.99247 

Gaussian Distribution --- --- --- --- 0.99194 

  
NN=60 

   
GZT Method 2.44 0.83 5.65 0.99575 0.99604 

Confidence Interval (2.37, 2.7) (0.00, 1.50) (5.58, 5.80) --- --- 

Analysis Methods 2.74 0.37 6.13 0.99478 0.99595 

Gaussian Distribution --- --- --- --- 0.99375 

 

Figure 3. Comparison plot of three different fits that change only the sample size (NN) when taking a random sample from the Weibull distribution. 

It can be seen from Table 3 that both the correlation 

coefficient and the coefficient of determination by the Gao 

Zhentong method are better than the analytical method at this 

time. As the sample size increases, the results of the Gao 

Zhentong method are closer to the parameters of the sample, 

that is, the effect is better. And the estimated λ also falls 

within the confidence interval. 

4.4. Experiment 4: Change Only the Shape Parameters b 

Also fix NN=50, λ=5, x0=1, G=1 and change b to 1.5, 2.5, 

3.5 and 4.5. The result is: 

Table 4. Comparison of three different fits that vary only in sample shape parament b when taking random samples from Weibull distribution. 

 b x0 λ r R2 

  b=1.5    

GZT Method 1.34 0.96 5.68 0.99495 0.99295 

Confidence Interval (1.39, 1.48) (0.61, 1.19) (4.75, 6.85) --- --- 

Analysis Methods 1.87 -0.95 7.92 0.96986 0.98539 

Gaussian Distribution --- --- --- --- 0.97101 

  b=3.5    

GZT Method 3.16 0.88 5.39 0.99487 0.99288 

Confidence Interval (2.79, 3.47) (0.00, 1.99) (4.80, 5.69) --- --- 

Analysis Methods 5.95 -2.52 8.85 0.98770 0.99216 

Gaussian Distribution --- --- --- --- 0.99190 

  b=4.5    

GZT Method 4.09 0.85 5.35 0.99485 0.99285 

Confidence Interval (3.25, 4.40) (0.00, 2.34) (4.26, 5.75) --- --- 

Analysis Methods 9.80 -4.68 10.93 0.98829 0.99127 

Gaussian Distribution --- --- --- --- 0.99025 

Note: The sub-table of b=2.5 is the same as the second sub-table (x0=1) of Table 1, and will not be given here. 
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Figure 4. Comparison plot of three different fits that change only the sample shape parament b when taking a random sample from the Weibull distribution.

It is not difficult to see from Table 4 that both the correlation 

coefficient and the coefficient of determination of the Gao 

Zhentong method are larger than those obtained by the analytical 

method, and the estimated parameters obtained are closer to the 

parameters of the sample data than those obtained by the 

analytical method. So Gao Zhentong method also is better. 

As in the case of Experiment 1, that is, the coefficient of 

determination obtained by the Gao Zhentong method is the 

largest among the three methods, and the estimated values of 

the three parameters obtained are also the closest to the true 

value. 

4.5. Experiment 5: Change Only the Scale Parameter λ 

Also fixed NN=50, b=2.5, x0=1, G=1. λ=5 and change: 2, 

5 and 10, the result is, 

Table 5. Comparison of three different fits that vary only in sample scale parament λ when taking random samples from Weibull distribution. 

 
b x0 λ r R2 

  λ=2    

GZT Method 2.26 0.96 2.19 0.99489 0.99296 

Confidence Interval (2.20, 2.63) (0.55, 1.24) (2.30, 2.22) --- --- 

Analysis Methods 3.53 0.08 3.12 0.98528 0.99247 

Gaussian Distribution --- --- --- --- 0.99194 

 
 

λ=5 
   

GZT Method 2.25 0.91 5.46 0.99489 0.99293 

Confidence Interval (2.22, 2.56) (0.00, 1.59) (5.61, 5.55) --- --- 

Analysis Methods 3.53 -1.30 7.81 0.98528 0.99247 

Gaussian Distribution --- --- --- --- 0.99194 

  
λ =10 

   
GZT Method 2.25 0.82 10.93 0.99489 0.99293 

Confidence Interval (2.22, 2.26) (0.00, 2.18) (10.13, 11.09) --- --- 

Analysis Methods 3.53 -3.61 15.61 0.98528 0.99247 

Gaussian Distribution --- --- --- --- 0.99194 

 

Figure 5. Comparison plot of three different fits that change only the sample scale parament λ when taking a random sample from the Weibull distribution. 
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It is not difficult to see that after the scale parameter 

changes, the shape parameter, the correlation coefficient and 

the coefficient of determination have not changed. In this 

sense, the scale coefficient does only affect the proportion of 

the Weibull distribution. At the same time, it can be seen that 

the parameters obtained by Gao Zhentong method are closer 

to the original parameters of the sample than those obtained 

by the analytical method, and the correlation coefficient and 

the coefficient of determination are larger than those obtained 

by the analytical method. As in the case of Experiment 1, that 

is, the coefficient of determination obtained by the Gao 

Zhentong method is the largest among the three methods, and 

the estimated values of the three parameters obtained are also 

the closest to the true value. 

5. Estimating Three Parameters and 

Their Confidence Intervals of Weibull 

Distribution by Bootstrap 

The Bootstrap was researched and developed by Efron in 

1997 [7]. The basic idea is as follows. Assuming that there 

are n observations to obtain the regression parameter b^, how 

to estimate the accuracy of this regression parameter? The 

bootstrap method randomly selects n samples (called 

bootstrap samples) in these n samples with replacement. 

Obviously, there are repeated selections in the selected 

samples, and there are also unselected observations, but still 

regression parameter estimates can be obtained using the 

original procedure. Such bootstrap calculation can be 

performed m times, and m bootstrap-estimated regression 

parameters b^ can be obtained. Their mean value b*^ can be 

used as the estimation of parameter b, and its standard 

deviation is recorded as s(b*^), which is called is the 

bootstrap standard deviation and is an estimate of the 

standard deviation of the sampling distribution of b^, which 

gives the precision of the regression parameter b. This 

so-called bootstrap method is essentially a digital experiment 

that can be extended to determine the three parameters and 

their intervals of Weibull distribution, although these 

parameters are not really "regression parameters". 

Now we mainly do digital experiments on small samples 

and large samples respectively for the sampling times m; 

because the digital experiments in the previous section have 

proved that the Gao Zhentong method is a better method for 

determining the three parameters of Weibull distribution from 

the current situation, so future digital experiments will use 

the Gao Zhentong method. m is taken as 500, 1000, and 1500 

respectively. In order to ensure the repeatability of the 

experiment, the random seed is taken as 0 here. The 

confidence level is still taken as 95%. 

5.1. Experiment 6: Using the Fatigue Life in Appendix I as 

the Small Sample Data 

After modifying the Python code, Table 6 can be obtained. 

Replace x0 with N0 in Table 6, this is because N0 is safe life 

in fatigue statistics, highlighting its physical significance. 

Table 6. Comparing the results of the three-parameter Weibull distribution with the small sample by the bootstrap method and the non-bootstrap method. 

 
b N0 λ r R2 

GZT Method 2.04 277.00 320.55 0.99922 0.99823 

Confidence Interval (1.99, 2.80) (159.0, 333.0) (320.6, 343.3) --- --- 

Bootsrap (500 times) 2.37 255.68 340.58 0.98898 0.99702 

Confidence Interval (0.28, 4.47) (79.0, 432.4) (128.4, 552.8) --- --- 

Bootsrap (1000 times) 2.37 254.02 342.67 0.98927 0.99728 

Confidence Interval (0.30, 4.44) (72.5, 435.6) (124.2, 561.2) --- --- 

Bootsrap (1500 times) 2.36 255.27 341.41 0.96666 0.99726 

Confidence Interval (0.28, 4.44) (72.7, 437.9) (122.9, 559.9) --- --- 

 

Figure 6. Histogram of shape parameter b of small sample by the bootstrap method. 
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It can be seen from Table 6 that in the case of small samples, 

the results obtained by the non-bootstrap method (i.e. Gao 

Zhentong method) are better than the bootstrap method except 

for the scale confidence interval. The advantage of the 

bootstrap method is that it simultaneously gives confidence 

intervals for all three parameters of the Weibull distribution, 

albeit quite large. It can also be seen from the histogram that it 

is not a strict Gaussian distribution, so the standard deviation is 

still relatively large. Of course, this is related to the small 

sample size. At the same time, it would not certainly be seen 

that the more m the better, the fact is that the effect of m=1000 

is better than that of m=1500. 

5.2. Experiment 7: Using the Fatigue Life in Appendix II as 

a Large Sample 

Modify the Python code to obtain Table 7. N0 in Table 7 

has the same meaning as N0 in Table 6. 

Table 7. Comparing the results of the three-parameter Weibull distribution with the large sample by the bootstrap method and the non-bootstrap method. 

 
b N0 λ r R2 

GZT Method 2.147 2.780 2.867 0.99376 0.98903 

Confidence Interval (2.2, 2.27) (2.5, 3.0) (2.8, 2.9) --- --- 

Bootsrap (500 times) 2.160 2.801 2.844 0.97162 0.98996 

Confidence Interval (1.59, 2.73) (2.4, 3.2) (2.4, 3.3) --- --- 

Bootsrap (1000 times) 2.159 2.795 2.849 0.97939 0.98982 

Confidence Interval (1.59, 2.73) (2.4, 3.2) (2.4, 3.3) --- --- 

Bootsrap (1500 times) 2.158 2.795 2.852 0.98735 0.98970 

Confidence Interval (1.60, 2.72) (2.4, 3.2) (2.4, 3.3) --- --- 

 

Figure 7. Histogram of shape parameter b of large sample by the bootstrap method.

It can be seen from Table 7 that for the so-called large 

sample, the bootstrap method has little to do with the number 

of extractions. The values of the three parameters of the 

Weibull distribution and the coefficient of determination 

obtained by the three different times of the bootstrap method 

are almost indistinguishable! In other words, 500 draws are 

good enough. Moreover, the estimated values of the three 

parameters obtained are quite close to those obtained by Gao 

Zhentong method, and the coefficient of determination is a 

little better than that of the Gao Zhentong method, but the 

confidence interval obtained is a little worse than that 

obtained by Gao Zhentong method. 

This in turn proves that the Gao Zhentong method is indeed 

a better method for estimating the three parameters of the 

Weibull distribution and the corresponding confidence 

intervals. This also shows that the problem of Gao Zhentong 

method in the confidence interval of the previous scale 

parameters is related to the fact that the sample is not large 

enough. This is consistent with the conclusion of experiment 3. 

It is natural to continue with digital experiments, such as 

changing the random seed, or following the normal practice 

of machine learning [6], a sample set is often divided into 7:3 

parts, the former is used as the training set, and the latter is 

used as the test set. Then, the training set is extracted by the 

bootstrap, and the parameters obtained from this are then 

tested on the test set. But I feel that basically the application 

of digital experiments to the Weibull distribution has been 

made clear, and that's it. 

6. Conclusion 

From the above, the following conclusions can be drawn: 

The digital experiments on Weibull distribution show that 

the results of the Gao Zhentong method are better than the 

analytical method in most cases, and the reason is very 

simple. Because Gao Zhentong method starts with the largest 
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correlation coefficient, and the analytical method is only 

guaranteed to be consistent with the mean, standard deviation 

and median of the sample data, but this is precisely the 

conflict situation where the estimated safe life may be greater 

than the minimum value in the sample data [2]. 

Once the shape coefficient is changed, the influence on 

the safe life and the scale coefficient is relatively large. In 

this sense, the shape coefficient has the greatest influence 

on the Weibull distribution. This conclusion is also natural, 

since the shape coefficient plays a decisive role in the shape 

of the Weibull distribution. It can be seen from the previous 

digital experiments that although the three parameters of the 

Weibull distribution are different, their correlation 

coefficients in the logarithmic case of fitting the ideal 

reliability can be very close, so at this time, the coefficient 

of determination in the non-logarithmic case is particularly 

important. 

The influence of the sample size on the correct estimation 

of the population parameters of the sample is relatively large. 

The digital experiments show that a sample with a capacity 

of 50 can basically reflect the population parameters better. 

When 60 is taken and the confidence level is 0.95, the 

confidence interval of the estimated value of the parameter 

can basically contain the estimated value. 

The number of times m drawn by the bootstrap method is 

not as large as possible, but how much is appropriate depends 

on the digital experiment. 

The digital experiments in this paper show that the Gao 

Zhentong method is a better method for estimating the three 

parameters and their confidence intervals of the Weibull 

distribution. 
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Appendix 

I. The following fatigue life data are from Table 8-4 of Reference [3]. 

Fatigue life data (103 cycles) 

350 380 400 430 450 470 480 500 520 540 

550 570 600 610 630 650 670 730 770 840 

II. The following fatigue life data are from Table 12-3 of Reference [3]. 

Fatigue life data (105 cycles) 

3.08 3.26 3.32 3.48 3.49 3.56 3.69 3.7 3.78 3.79 3.8 3.87 3.95 4.07 4.08 4.1 4.12 4.2 4.24 4.25 

4.28 4.31 4.31 4.36 4.54 4.58 4.6 4.62 4.63 4.65 4.67 4.67 4.72 4.73 4.75 4.77 4.8 4.82 4.84 4.9 

4.92 4.93 4.95 4.96 4.98 4.99 5.02 5.03 5.06 5.08 5.06 5.1 5.12 5.15 5.18 5.2 5.22 5.38 5.41 5.46 

5.47 5.53 5.56 5.6 5.61 5.63 5.64 5.65 5.68 5.69 5.73 5.82 5.86 5.91 5.94 5.95 5.99 6.04 6.08 6.13 

6.16 6.19 6.21 6.26 6.32 6.33 6.36 6.41 6.46 6.81 7 7.35 7.82 7.88 7.96 8.31 8.45 8.47 8.79 9.87 
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